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Coal gasification technology is an important means of clean coal utilization. In the process of coal super-
critical water gasification, H2O/CO2/H2 or H2O/CO2 mixtures can be produced and used as the working
medium for thermodynamic cycle power generation systems. The thermal conductivity of H2O/CO2/H2

or H2O/CO2 mixtures is one of the most fundamental thermal properties required for the design and opti-
mization of a thermodynamic system based on coal supercritical water gasification. Thus far, the thermal
conductivity of H2O/CO2/H2, H2O/CO2, and H2O/H2 mixtures in supercritical regions of water remains
unknown. In this paper, the thermal conductivity of these mixtures in supercritical regions of water is
predicted by equilibrium molecular dynamics (EMD) simulation and various theoretical models. The
force field models and simulation strategies for the MD model are discussed and recommended. To val-
idate the simulation method, the thermal conductivity of pure H2O, CO2, H2 and CO2/H2 mixtures is cal-
culated by MD simulations and compared with available experimental and NIST data. The method and
data provided in this article may facilitate the practical applications of coal supercritical water
gasification.

� 2019 Elsevier Ltd. All rights reserved.
1. Introduction

Coal gasification technology plays an important role in current
clean coal utilization technologies [1,2]. In recent years, supercrit-
ical water coal gasification and the related thermodynamic cycle
power generation system have garnered extensive attention
[3–5]. Guo et al. [4] proposed a novel thermal power generation
system based on supercritical water gasification. In this system,
coal and water are pumped into gasifier, and the organic matter
of coal is completely gasified under supercritical water conditions
and mainly converted into H2, CO2,(Coal þ H2O ! CO2 þH2) and
some precipitates of inorganic matter. The mixtures of supercriti-
cal water and clean H2 and CO2 flow out of reactor (gasifier) into
the steam turbine to generate electricity. The power generation
system based on coal supercritical water gasification offers many
advantages, such as high coal-electricity efficiency, zero net CO2

emissions, and no pollutants, thus showing good prospects [4,5].
The design and implementation of equipments for thermody-
namic cycle power generation systems based on coal supercritical
water gasification remains quite challenging. For example, the heat
exchanger is a core component of the coal supercritical water gasi-
fication system and the thermodynamic cycle power generation
system. The thermal conductivity of H2O/CO2/H2 mixtures and
H2O/CO2 mixtures are required in the design and optimization of
heat exchangers. However, no reports and data are available for
the thermal conductivity of H2O/CO2/H2 mixtures and H2O/CO2

mixtures in supercritical regions of water. Although the thermody-
namic and thermal transport properties of H2O/CO2/H2 or H2O/CO2

mixtures can be evaluated from pure component data using theo-
retical calculation models, their reliability in near-critical and
supercritical regions of water are questionable [6,7]. Therefore, a
study on the thermodynamic properties of H2O/CO2/H2 or H2O/
CO2 mixtures in supercritical regions of water is of great signifi-
cance for the development of coal supercritical water gasification
and the design of thermodynamic cycle power generation system
equipment. However, so far the thermal conductivity of H2O/H2

mixture, H2O/CO2 mixture and H2O/CO2/H2 mixture in supercriti-
cal regions of water has not been studied.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijheatmasstransfer.2019.01.146&domain=pdf
https://doi.org/10.1016/j.ijheatmasstransfer.2019.01.146
mailto:xuemingyang@ncepu.edu.cn
mailto:caoby@tsinghua.edu.cn
https://doi.org/10.1016/j.ijheatmasstransfer.2019.01.146
http://www.sciencedirect.com/science/journal/00179310
http://www.elsevier.com/locate/ijhmt


Nomenclature

kB Boltzmann constant, 1.3806 � 10�23 J/K
P system pressure, MPa
V system volume, Å3

T system temperature, K
J heat current vector, W/m2

t time, s
v i velocity of atom i, m/s
mi mass of atom i, kg
/ ðrijÞ potential energy between atoms i and j, J
rij distance between atom i and atom j, Å
Fij force acting on atom i due to interactions with atom j, N
uij interaction potential energy between molecules i and j, J
q atomic charge, e
x mole fraction
a constant in Eq. (5)
b constant in Eq. (5)
c constant in Eq. (10)
M molecular weight, g/mol
S Sutherland constant, K
TB the boiling point at 1 atmosphere pressure, K

Greek symbols
k thermal conductivity, W�m�1�K�1

eklij depth of the L-J potential well between atoms i and j, eV
rkl
ij characteristic distance in the L-J potential between

atoms i and j, Å
e0 vacuum permittivity
g viscosity, Pa�s

k0 translational thermal conductivity, W�m�1�K�1

q density, kg/m3

Subscript
i; j refers to individual molecule i or j
k; l refers to individual atom k or l
m refers to mixture
Sim simulation data
Exp experimental data
NIST Data from National Institute of Standards and

Technology

Abbreviation
MD Molecular Dynamics
EMD Equilibrium Molecular Dynamics
RNEMD Reverse Non-Equilibrium Molecular Dynamics
HCACF Heat Current Autocorrelation Function
L-J Lennard-Jones
KM Keyes-Mass model
MS Mason-Saxena model
LB Lorentz-Berthelot
PPPM Particle-Particle/Particle-Mesh
ARD absolute relative deviation
AARD averaged absolute relative deviation
ARE absolute relative errors
AARE averaged absolute relative errors
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It is difficult to experimentally measure the thermal conductiv-
ity of pure or mixture fluids, especially at high temperature and
high pressure, therefore, molecular dynamics (MD) simulations
method becomes a good alternative. Aimoli et al. [8] used an equi-
librium molecular dynamics (EMD) simulation to calculate the
thermal conductivities of pure carbon dioxide in various force field
models and compare it with experimental values, revealing an
average simulation error of approximately 20%. Fernández et al.
[9] performed EMD simulations to calculate the thermal conduc-
tivity of pure fluid (N2, O2, CO2, C2H4), and their results agreed well
with experimental results. Shvab et al. [10] calculated the thermal
conductivity of pure water in the TIP4P/2005 model with EMD at a
temperature of 670 K; the average error of the simulation com-
pared with experimental values was approximately 30%. Song
et al. [11] calculated the thermal conductivity of pure water using
an SPC/E model with EMD simulations in the temperature range of
300–550 K. The average error when compared with experimental
values was approximately 18%. Yu et al. [12] investigated the ther-
mal conductivity of SiO2/H2O solid-gas system using EMD simula-
tions with three different SiO2/H2O models. In addition, the NEMD
methods, such as the perturbation method [13,14] and the direct
method [15–20], are also effective alternatives for the calculation
of thermal conductivity. By using the perturbation method, Mat-
sunaga et al. [13] performed NEMD simulations on the thermal
conductivity of the greenhouse gases carbon dioxide and methane
dissolved in a sodium chloride aqueous solution. Römer et al. [15]
investigated the thermal conductivity of pure water covering liquid
and supercritical states using boundary driven molecular dynamics
simulations. Bresme et al. [16] computed thermal conductivity of
liquid water at high pressures and temperatures (1–50 kbar and
300–600 K) using RNEMD simulations. Mao et al. [17] computed
the thermal conductivity of liquid water using reverse non-
equilibrium molecular dynamics (RNEMD) from different force
field models in a temperature range of 298–318 K. Trinh et al.
[18] investigated the thermal conductivity of CO2 with RNEMD in
a temperature range of 300–1000 K and found the prediction
errors for different models to increase in line with temperature.
Although the RNEMD method has been used in studies of thermal
conductivity for pure water or pure CO2, it is still not applicable to
the prediction of thermal conductivity of H2O/CO2/H2 mixtures and
H2O/CO2 mixtures due to the working principle of RNEMD.

Thus far, no report has evaluated the thermal conductivity of
H2O/H2 binary mixtures, H2O/CO2 binary mixtures, or H2O/CO2/
H2 ternary mixtures in supercritical regions of water. In this paper,
the thermal conductivity of these water–gas mixtures is predicted
via EMD simulations. The adopted simulation method is validated,
and the results are compared with those from the semi-empirical
theoretical models. To facilitate comparison of the data in this
work, all numerical data and uncertainty estimates are provided
in the Data in Brief.
2. Methodology

2.1. Green-Kubo method

MD simulation is a popular methodology in investigating ther-
mal conductivity of fluids and materials [19–23]. In EMD simula-
tions, thermal conductivities of the fluids are calculated using the
Green–Kubo formula, which establishes the relationship between
the thermal conductivity and the time integral of the heat current
autocorrelation function (HCACF). The average of the heat flux over
the three coordinate directions generally enhances the statistical
quality of results, and thus the ensemble average of the heat



Table 1
Force field parameters of the models used in this work.

Molecule Model Site q (e) r (Å) dOM (Å) e=kBðKÞ
H2O SPC/E O �0.8476 3.166 – 78.197

H 0.4238 – – –
TIP4P O 0 3.1536 – 78.02

H 0.52 – – –
M �1.04 – 0.15 –

TIP4P/2005 O 0 3.1589 – 93.2
H 0.5564 – – –
M �1.1128 – 0.1546 –

CO2 EPM2 C 0.6512 2.757 – 28.129
O �0.3256 3.033 – 80.507

EPM C 0.6645 2.785 – 28.99
O �0.33225 3.064 – 82.997

MSM3 C 0.594 2.785 – 28.957
O �0.297 3.014 – 82.976

Cygan C 0.6512 2.8 – 28.144
O �0.3256 3.028 – 80.378

TraPPE-flex C 0.7 2.8 – 27.06
O �0.35 3.05 – 79.18

H2 Two-site H – 2.72 – 10
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current and its autocorrelation function can be used to estimate
the thermal conductivity by

k ¼ 1
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where e!i is the atom total energy which means the sum of poten-
tial energy and kinetic energy, and is given by

e!i ¼ 1
2mi v!2

i þ 1
2

P
j–iuð r!ijÞ; /ð r!ijÞ is the inter-atomic potential

energy between two neighboring atoms i and j, v!i is the velocity
of particle i, r!ij is the distance between different position of atoms
(r), and e=kBðKÞ is the force exerted by atom j on atom i.
2.2. Potentials for MD simulations

The potentials and the force fields play an important role in the
process of molecular dynamics simulation. Therefore, it is impor-
tant to choose appropriate potentials and force field models for
the MD simulations in prediction of the thermal conductivity. In
this study, the interaction between a pair of molecules, i and j, is
calculated using the combined Lennard-Jones (LJ) and Coulomb
potential as follows:
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where uij is the interaction potential energy between molecules i
and j, eklij and rkl

ij are the interaction parameters of L-J potential
which represent the energy parameter and scale parameter, respec-
tively. rklij is the distance between atom k and atom l, qk

i and ql
j are

the quantity of electric charge of k and l, respectively. e0 is the vac-
uum permittivity. The long-range electrostatic interactions are
computed with the particle–particle particle-mesh (PPPM) method
[24] with a cutoff distance of 12 Å and an accuracy of 10�4 in force.
A cutoff distance of 12 Å is used for LJ interactions.

In this work, three commonly used models SPC/E [25], TIP4P
[26], TIP4P/2005 [27] are adopted and compared in the prediction
of the thermal conductivity for pure water. To describe the interac-
tion of CO2 molecules, the EPM2, EPM, and MSM3 rigid models,
Cygan and TraPPE-flex flexible models are used and compared in
the calculations of thermal conductivity of CO2. Unlike the H2O
and CO2 molecules, the types of the force field model for H2 is less
due to its simple structure, and there are two commonly used force
field models for H2, the two-site model [28] and single site model
[29]. These two force field models for H2 are comparable to each
other and generally in good agreement with the experimental data
because of the simple structure. The two-site model is used in this
paper. Table 1 shows the force field parameters of the models used
in this work. To describe the interactions between unlike atoms in
the systems, the interaction parameters of the potential are
obtained via the Lorentz-Berthelot mixing rule [30] which is the
most commonly used combining rule [31].
2.3. Theoretical modes for the calculations of thermal conductivity of
the mixtures

Although many theoretical models were proposed for the pre-
diction of thermal conductivity of the mixtures, very few of them
can be used for the ternary mixtures of H2O/CO2/H2 due to the lack
of the experimental values for the related binary interaction
parameters in supercritical regions of water. Supercritical water
has been considered to be nonpolar or weakly-polar. In this work,
four theoretical models are adopted to compare with MD simula-
tion results as follows: (1) KM model [32] for nonpolar gas mix-
tures; (2) KM model [33] for polar gas mixtures; (3) MS model
[32] for nonpolar gas mixtures; (4) MS model [33] for polar gas
mixtures.

The equations of the KMmodel to calculate the thermal conduc-
tivity of mixtures are as follows:
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for nonpolar gas mixtures ð7Þ

S12 ¼ 0:733
ffiffiffiffiffiffiffiffiffi
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p
for polar gas mixtures ð8Þ

where km, ki are thermal conductivity of mixture and pure compo-
nent, xi, Mi, gi are mole fraction, molecular weight and viscosity
of component, respectively; T is temperature of mixtures, TB is the
boiling point of the pure component at 1 atmosphere pressure,
and TB,H2O = 373 K, TB,CO2 = 195 K. S are Sutherland constant,
SH2 = 79 K [34]. The constants a and b are 0.75 and 0 respectively
in KM model.

The equations of the MS model to calculate the thermal conduc-
tivity of mixtures are as follows:
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where ki is pure-component thermal conductivity, and xi, xj are

mole fractions, Mi, Mj is molecular weight. k0 is the translational
thermal conductivity, and g is viscosity. The constants c is set as
1.065 for nonpolar gas mixtures, and 0.85 for polar gas mixtures.

2.4. Molecular simulation details

The EMD simulations are performed for three-dimensional
cubic box, and the periodic boundary conditions are applied in
all X, Y and Z directions. All the MD simulations are carried out
with the open source molecular dynamics simulator LAMMPS
[35]. The time step is set as 1 fs for the pure fluid, and 0.4 fs for
the mixtures. In all the simulations, the simulations initially run
for 500,000 steps in NPT ensemble. Then switch to the NVT ensem-
ble and equilibrate the system at a given temperature for 500,000
steps. The Nosé-Hoover thermostat is used in the NPT and NVT
ensemble. Finally, it is switched to the NVE ensemble, the first
500,000 steps are performed to relax the system, and next
1,000,000 steps are used to calculate the heat current and thermal
conductivity.

More details for the simulations can be found in the next sec-
tion, including the adopted potentials, and the simulation strategy
adopted and the details of process of the EMD simulation for the
pure fluids and the mixtures.

3. Results and discussion

3.1. Predicting thermal conductivity using EMD simulation

The weak point of the Green–Kubo method for thermal conduc-
tivity calculation is that the uncertainties are much great in their
each calculation. To obtain a correct description of thermal con-
ductivity with EMD is to establish statistics from several results,
starting from different initial conditions. More importantly, appro-
priate correlation time and enough long simulation time should be
used.

To choose appropriate correlation times which are required for
convergence, simulations are conducted to analyze the autocorre-
lation function and correlation time related thermal conductivity
for the rigid SPC/E model of water molecule and the flexible model
Cygan model of carbon dioxide molecule, and their hybrid model
for the H2O/CO2/H2 ternary mixtures. In the simulations, the tem-
perature of 655 K and pressure of 25.2 MPa is set for the rigid SPC/E
water model, temperature of 754.3 K and pressure of 19 MPa for
the flexible Cygan carbon dioxide models (These conditions are
selected to compare with the experimental study in Refs.
[36,37]), and temperature of 873 K and pressure of 25 MPa for
the hybrid model for the H2O/CO2/H2 ternary mixtures. The analy-
sis of the autocorrelation function and thermal conductivity are
shown in Fig. 1. We conduct five independent simulations on pure
fluid and mixtures by changing initial velocity. In this work, this
ensures a good balance of accuracy and efficiency for the simula-
tions [38,39]. Finally, an average thermal conductivity for the given
temperature and pressure was evaluated by averaging over the
values for the five independent runs, and the error estimate is
obtained by the standard error of the values for each independent
run.

The normalized HCACF for the rigid SPC/E water model is shown
in Fig. 1(a). It can be observed that the HCACF decays fast to zero in
200 fs. However, for the flexible Cygan carbon dioxide models, it
takes long correlation times (about 6000 fs) to sufficiently con-
verge the HCACF, as shown in Fig. 1(c). These are consistent with
the results by Sirk et al. [40] for the rigid and the flexible models
for water. The correlation times (about 2500 fs) is needed to suffi-
ciently converge the HCACF in the simulations of the H2O/CO2/H2

ternary mixtures (as shown in Fig. 1(e)), where hybrid model is
used by combining the rigid SPC/E water model, the flexible Cygan
carbon dioxide model, and the two-site hydrogen model. Thus the
correlation time needed for the hybrid model of H2O/CO2/H2 tern-
ary mixtures is between that for the rigid SPC/E water model and
the flexible Cygan carbon dioxide model. In fact, the following
two points should be considered when determine the duration of
the correlation time windows s: (1) The correlation time used to
calculate the HCACF should be long enough to capture its full decay
case; (2) longer correlation times will have larger statistical uncer-
tainty because less data are available for its calculation. Therefore,
in this work, we choose s = 2 ps for the simulations of pure fluids
using rigid models, s = 10 ps for the simulations of pure fluids
using flexible models, and s = 4 ps for the simulations of the
mixtures.

The calculated thermal conductivities corresponding to the
normalized HCACF for each model are also respectively shown in
Fig. 1(b), (d) and (f), where the dashed line represents the results
for each run, and the solid line represents the averaged thermal
conductivity by five independent run. It can be observed that the
methods and s we adopted can ensure the convergence of the
calculation of the thermal conductivity.

In each independent equilibrium run, the thermal conductivity
calculated by numerical integration of the autocorrelation function
will depend on the upper limit chosen for the time integral; we cal-
culated an average value for each run by choosing 20 upper time
limits spaced equally with 5s. For example, the Fig. 2 shows the
process of the calculation for each independent run and their aver-
age, which is corresponding to the results in Fig. 1(e) and (f). In
Fig. 2(a), the solid line represents the averaged thermal conductiv-
ity by five independent run, and the dashed lines represents the
results for each run which obtained from Fig. 2(b)–(f). The error
estimate is obtained by the standard error of the average values
for each independent run.

It should be noted that simulation strategies also significantly
affect the accuracy. In Aimoli’s simulation study [8], the thermal
conductivity of CO2 was calculated by an EMD production run of
2.5 ns which were divided into 5 equal intervals and the interval
averages was used to estimate the predicted value. We find such
a strategy may be less capable to deal appropriately with the
uncertainties of EMD simulation. As described in our simulation
strategies above, correct description of thermal conductivity with
EMD is to establish statistics from several results, starting from dif-
ferent initial conditions. Here we calculated the thermal conductivity
of at temperature of 328.15 K and density range of 200–800 kg/m3

and compare with the simulation results by Aimoli et al. [8], as
shown in Table 2. To clarify the ensuing discussion, the absolute
relative errors (AREs) between the MD simulation results and those
of the experiment (or data from NIST) [41] are calculated as

ARE ¼ ksim � kexp
			 			=kexp � 100% or ARE ¼ ksim � kNIST

			 			=kNIST � 100%,

where ksim, kexp, and kNIST denote the thermal conductivity values
from MD simulations, experiments, and the NIST database, respec-
tively. The average errors for the Cygan model and TraPPE-flex



Fig. 1. The normalized HCACF and correlation time related thermal conductivity: (a), (b): rigid SPC/E water model (T = 655 K, P = 25.2 MPa); (c), (d): the flexible Cygan carbon
dioxide model (T = 754.3 K, P = 19 MPa); (e), (f): hybrid model for H2O/CO2/H2 ternary mixtures (T = 873 K, P = 25 MPa).
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model by Aimoli et al are respectively 19.48% and 19.68%, however
the average errors reduced to 8.76% and 9.19% by using our simu-
lation strategies.

3.2. System size

Here we need to examine whether system size is playing a role
in the simulation. A series of simulations with different system
sizes, the total molecular number N = 1000, 2000, 3000, 4000,
and 5000, are carried out and results are listed in Fig. 3. We find
that the simulation results are consistent with each other within
their uncertainties. It can be concluded that for the systems ana-
lyzed in this article, the calculated thermal conductivity using
EMD is practically insensitive to system size. In fact, this is the
main advantage of the EMD method thermal conductivity for ther-
mal conductivity calculation compared to the NEMD methods.
3.3. Pure fluid

Given a lack of experimental data on the thermal conductivity
of H2O/H2 binary mixtures, H2O/CO2 binary mixtures, and H2O/
CO2/H2 ternary mixtures, correct selection of force fields must be
obtained by comparing experimental data and simulation results
in pure fluids. First, the thermal conductivity of water is calculated
via MD simulation at 655 K and pressures ranging from 24 MPa to
35 MPa. Three force field models of water are respectively adopted,
and results are compared with experimental data in [36]. Results
are shown in Fig. 4, revealing that the AREs of the SPC/E model
are smallest with a value of 11.22%. The MD simulation results
from the SPC/E model are also compared to experimental data from
Leneindre et al. [37], as shown in Table 3. The average absolute rel-
ative error (AARE) is 10.28%, indicating that the simulation results
of the SPC/E model agree relatively well with the experimental



Fig. 2. Thermal conductivity calculated by numerical integration of the autocorrelation function in five independent run.

Table 2
Comparison of the thermal conductivity calculated by simulation strategies of Aimoli et al. [8] and this work.

q: kg/m3 kNIST: W�m�1�K�1 Cygan (Aimoli) TraPPE-flex (Aimoli) Cygan (This work) TraPPE-flex (This work)

k: W�m�1�K�1 ARE k: W�m�1�K�1 ARE k: W�m�1�K�1 ARE k: W�m�1�K�1 ARE

200 0.0312 0.019 39.10% 0.019 39.10% 0.0304 2.56% 0.0294 5.77%
300 0.0424 0.028 33.96% 0.028 33.96% 0.0393 7.31% 0.041 3.30%
400 0.0533 0.041 23.08% 0.044 17.45% 0.0449 15.76% 0.046 13.70%
500 0.0606 0.055 9.24% 0.062 2.31% 0.0571 5.78% 0.0618 1.98%
600 0.0666 0.068 2.10% 0.074 11.11% 0.0746 12.01% 0.0709 6.46%
700 0.0756 0.081 7.14% 0.083 9.79% 0.0854 12.96% 0.0895 18.39%
800 0.0887 0.108 21.76% 0.110 24.01% 0.0931 4.96% 0.1018 14.77%

Average 19.48% 19.68% 8.76% 9.19%
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data. Therefore, we recommend that the SPC/E model be used to
predict the thermal conductivity of pure water.

For carbon dioxide, we choose five force field models for simu-
lation at temperature of 450–850 K and pressure of 25 MPa; results
are compared with NIST data. The error of the Cygan model is
smallest (4.8%) as indicated in Fig. 5. We conduct additional simu-
lations using the Cygan model and compare the results with exper-
imental data [37]; see Table 4. The AARE is 10.27%.



Fig. 3. The simulation results for H2O/CO2/H2 mixtures with different system sizes.

Fig. 4. Water force field comparison at temperature of 655 K.

Table 3
Comparison of simulation results and experimental values [37] for water molecule
SPC/E model.

T: K P: MPa kExp: W�m�1�K�1 kSim: W�m�1�K�1 AREs (%)

712.4 20 0.0897 0.0946 ± 0.0012 5.46%
712.2 30 0.145 0.1733 ± 0.0035 19.5%
750.5 20 0.086 0.088 ± 0.0008 2.3%
749.9 30 0.117 0.1361 ± 0.0022 16.3%
784.6 20 0.0857 0.0797 ± 0.0016 7%
785.3 30 0.108 0.12 ± 0.0046 11.1%

Fig. 5. Carbon dioxide force field comparison at pressure of 25 MPa.

Table 4
Comparison of simulation results and experimental values [37] for Carbon dioxide
molecule Cygan model.

T: K P: MPa kExp: W�m�1�K�1 kSim: W�m�1�K�1 AREs (%)

645.4 19.3 0.0501 0.0538 ± 0.0017 7.39%
645.3 29.7 0.0541 0.0613 ± 0.0011 13.3%
680.9 20.6 0.0532 0.0596 ± 0.0021 12%
680.5 30.5 0.0568 0.0626 ± 0.0017 10.2%
754.3 19 0.0581 0.062 ± 0.0036 6.7%
753.6 29 0.0613 0.0687 ± 0.0025 12%

Table 5
Comparison of simulation results and experimental values [42] for hydrogen
molecule two-site model.

T: K P: MPa kExp: W�m�1�K�1 kSim: W�m�1�K�1 AREs (%)

400 30 0.249 0.2473 ± 0.0054 0.68%
600 30 0.3198 0.3228 ± 0.0081 0.94%
800 30 0.3883 0.3592 ± 0.021 7.5%
1000 30 0.4577 0.4253 ± 0.0205 7.08%
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For hydrogen gas, EMD simulations are carried out within a
temperature range of 400–1000 K and a pressure of 30 MPa;
results are listed and compared with experimental data [42] in
Table 5. Results show that the AARE is 4.05%, indicating that the
two-site model can accurately describe the thermal conductivity
of hydrogen gas.

Through the above simulations, we recommend the SPC/E
model for the water molecule, Cygan model for the carbon dioxide
molecule, and two-site model for the hydrogen molecule when
predicting the thermal conductivity of their mixtures.
3.4. CO2/H2 binary mixtures

Here we calculate the thermal conductivity via MD simulations
for CO2/H2 mixtures (xCO2=50%, xH2 = 50%) at a pressure of 25 MPa
and temperature range 673–973 K. In fact, another purpose of this
calculation is to evaluate the suitability of Lorentz-Berthelot mix-
ing rule in supercritical regions of water in the lack of experimental
data for H2O/CO2 mixture and H2O/CO2/H2 mixtures. The results
are compared with the data from NIST database [41] and the calcu-
lation results by the KM models and the MS models, as shown in
Fig. 6. The AARE of the EMD model compared with NIST values is
approximately 15.44%, while the AAREs of the theoretical models
are 53.47–61.78%. Thus indicates that the results of the EMD



Fig. 6. Comparison of results calculated by EMD simulation and the theoretical
models for CO2/H2 mixtures.
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method are acceptable, while the predictions of KM andMSmodels
are quite poor.
3.5. H2O/CO2 binary mixtures

Few experimental data are available under normal pressure and
temperature to examine the thermal conductivity of H2O/CO2 mix-
tures [43,44]; however, the accuracy of these data needs to be ver-
ified. However, the accuracy of their data needs to be verified. For
example, the experimental value of thermal conductivity in [43] is
0.02166 W m�1 K�1 at 0.1 MPa and 333 K for pure water
Fig.7. Predicted thermal conductivity of H2O/CO2 bin
(XH2O=100%, XCO2 = 0), much less than the value of 0.6542 W m�1

K�1 per the NIST database [41]. Moreover, no experimental data
and simulation results are available regarding the thermal conduc-
tivity of H2O/CO2 binary mixtures in supercritical regions. Here, we
only compare our simulation results with those of semi-empirical
theoretical models in a pressure range of 24–32 MPa and temper-
ature of 850 K, as shown in Fig. 7.

To clarify the comparison, the absolute relative deviations
(ARD) between the MD simulation results and calculation results
using the theoretical models are calculated as follows:

ARD ¼ ksim � kcalc

ksim

					
					� 100% ð12Þ

where ksim is the thermal conductivity calculated by MD simula-
tions, and kcalc is the value calculated with the semi-empirical the-
oretical models. When the CO2 molar fractions (xCO2 ) in the
mixtures are 5%, 10%, 15%, and 20%, respectively, the averaged ARDs
(AARDs) between the MD simulation results and theoretical calcu-
lation results are 10.43–12.17%, 14.11–19.31%, 12.26–19.44%, and
9.24–16.02%, respectively. Fig. 7 shows that the thermal conductiv-
ities of H2O/CO2 mixtures increase along with rising pressure, and
the ARDs decline roughly as the pressure increases.

3.6. H2O/H2 binary mixtures

Similarly, no data are available on the thermal conductivity of
H2O/H2 binary mixtures in supercritical regions; thus, we only
compare our simulation results with those from theoretical models
in a pressure range of 24–32 MPa and temperature of 850 K, as dis-
played in Fig. 8. The ARDs increase with an increasing proportion of
hydrogen. When the H2 molar fractions (xH2 ) in the mixtures are
ary mixtures versus pressures at different xCO2 .



Fig. 8. Predicted thermal conductivity of H2O/H2 binary mixtures versus pressures at different xH2 and their comparison with results from the theoretical modes.

Fig. 9. Predicted thermal conductivity of H2O/CO2/H2 ternary mixtures versus pressures at different xH2 and xCO2 .
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5%, 10%, 15%, and 20%, respectively, the AARDs between the MD
simulation results and theoretical calculation results are 8.86–
11.52%, 21.35–25.41%, 26.88–31.88%, and 37.56–42.68%,
respectively.

3.7. H2O/CO2/H2 ternary mixtures

No studies have reported the thermal conductivity properties of
H2O/CO2/H2 ternary mixtures. As such, the calculated simulation
results of H2O/CO2/H2 ternary mixtures are compared with results
from theoretical models in a pressure range of 24–32 MPa and a
temperature of 850 K, as shown in Fig. 9. The data and correspond-
ing ARDs in Fig. 9 are provided in Table S7 in the Data in Brief. The
thermal conductivity of H2O/CO2/H2 ternary mixtures increases
roughly with increasing pressure. The AARDs between the MD sim-
ulation results and the theoretical calculation results are 4.44–
9.22%, 5.45–7.04%, 13.87–21.26% and 27.04–33.29%, when xCO2

and xH2 are 5%, 5%; 15%, 5%; 10%, 10%; 5%, 15%, respectively. There-
fore, the ARDs increase as the proportion of hydrogen increases.

Fig. 10 presents the results in a temperature range of 673–973 K
and a pressure of 25 MPa. The data and corresponding ARD in
Fig. 10 are provided in Table S8 of the Data in Brief. The AARDs
between the MD simulation results and theoretical calculation
results are 5.98–7.41%, 2.49–9.95%, 7.20–13.72% and 17.79–
24.57%, when xCO2 and xH2 are 5%, 5%; 15%, 5%; 10%, 10%; 5%, 15%,
respectively. In Fig. 10, as the temperature increases from 673 K
to 973 K, the thermal conductivity of H2O/CO2/H2 ternary mixtures
declines first and then increases with increasing temperature. Such
a temperature dependence of thermal conductivities in the given
temperature range and pressure can be explained as follows: (1)
thermal conductivity and viscosity of the water molecule decrease
Fig. 10. Predicted thermal conductivity of H2O/CO2/H2 ternar
first and then increase with increasing temperature; (2) thermal
conductivity of the pure CO2 and H2 increase steadily with increas-
ing temperature; (thermal conductivity of the pure CO2, pure H2

and pure water are obtained from the NIST database [41] and the
study conducted by Saini et al. [45]) (3) In Fig. 10, the water has
the largest mole fraction in the mixtures. Based on the above rea-
sons, the temperature dependence of thermal conductivities has
characteristic minimum in Fig. 10.

3.8. Discussion

It should be noted that any evaluation for both the MD model
and the semi-empirical theoretical models may be not possible in
the lack of experimental data. The purpose of the study is only to
compare their calculation results, and describe the discrepancy in
these models and explain the possible reasons.

The above calculations reveal that the ARDs of thermal conduc-
tivities demonstrate a steady increase with increasing xH2 for H2O/
H2 binary mixtures and H2O/CO2/H2 ternary mixtures in supercrit-
ical regions of water, and some of the ARDs of thermal conductiv-
ities reach more than 30% when xH2 P 15%. To investigate this
discrepancy, further experimental data are needed on the thermal
conductivity of H2O/H2 binary mixtures and H2O/CO2/H2 ternary
mixtures. With the aid of the experimental data in the future, the
performance of both EMDmodels and the theoretical models could
be improved in further.

As noted by Tan et al. [32], the predicted value by the KMmodel
is influenced by the factors in Eq. (5): a, b, Si, and Sij. In the KM
model, the values of a and bwere obtained from experimental data
on H2/CO2, H2/N2, H2/Ar, and H2/C2H4 at temperatures less than
353 K (80 �C). To generate a more accurate prediction, the factors
y mixtures versus temperatures at different xH2 and xCO2 .
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a and b should be obtained from experimental data for H2O/H2,
H2O/CO2, and CO2/H2 binary mixtures at temperature and pressure
in supercritical regions of water. In the KMmodel, it is not rigorous
that the equations to calculate Si were considered the same for all
pure gases, and functions of Sij were assumed to be the same for all
gas mixtures [34]. In the MS model, the constant c in Eq. (10) is not
well specified and was obtained from a study of measured thermal
conductivities of binary rare gas mixtures. A better choice of the
value for the constant c can enhance the performance of the MS
model, especially when obtaining the value from experimental
data for H2O/H2, H2O/CO2, and CO2/H2 binary mixtures at temper-
atures and pressures in supercritical regions of water.

Supercritical water has been considered nonpolar or weakly
polar and is thought to possess a combination of gas and liquid
properties along with the ability to dissolve nonpolar substances
(e.g., hydrogen and other nonpolar gases). Different from the MD
simulation in which the static and dynamic correlations, H-bonds
and polarity for mixtures with water components have been con-
sidered, the semi-empirical theoretical models rely more on exper-
imental data for pure components and their binary mixtures. In the
absence of these experimental measurements, for theoretical cal-
culation models, accurate prediction of the thermal conductivity
of H2O/H2 binary mixtures, H2O/CO2 binary mixtures, and H2O/
CO2/H2 ternary mixtures in supercritical regions of water will
likely remain challenging. On the other hand, to improve the pre-
diction accuracy of the MD simulation method, better force field
models should be highly recommended.
4. Conclusions

The thermal conductivity of H2O/CO2/H2 mixtures is a prerequi-
site for the design and optimization of a heat exchanger system in a
thermodynamic cycle power generation system based on coal
supercritical water gasification. In this paper, the thermal conduc-
tivity properties of the H2O/CO2 binary mixtures, H2O/H2 binary
mixtures, and H2O/CO2/H2 mixtures in supercritical regions of
water are investigated using EMD simulations. Simulation method
for predicting thermal conductivity via EMD simulations is vali-
dated and recommended. To select appropriate force field models
for prediction, the thermal conductivities of pure H2O, CO2, H2

are calculated via EMD simulations with various force field models
and compared with either available experimental data or data from
NIST.

No data are available regarding the thermal conductivity of the
H2O/CO2 binary mixture, H2O/H2 binary mixture, and H2O/CO2/H2

mixtures in supercritical regions of water. In this work, prediction
results of the thermal conductivity of these mixtures are compared
with four different theoretical calculation models. For H2O/CO2

binary mixtures, the AARDs are found to be 9.24–19.44%. For
H2O/H2 binary mixtures and H2O/CO2/H2 ternary mixtures in
supercritical regions of water, the AARDs of thermal conductivities
show steadily increasing trend with increasing xH2 . Some of the
AARDs of thermal conductivities reach more than 30% when
xH2 P 15%. Further experimental study of the thermal conductiv-
ity of H2O/H2 binary mixtures, H2O/CO2 binary mixtures, and
H2O/CO2/H2 ternary mixtures is strongly recommended to improve
the prediction accuracy of EMD methods and theoretical calcula-
tion models. Resultant data in this work could offer useful informa-
tion for the design and optimization of a thermodynamic system
based on coal supercritical water gasification.
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